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Figure 1: Overview of the spatial anchoring and interaction techniques investigated in our study. On the left, we present: A)
the Phone-locked condition, where the virtual phone aligns perfectly with the physical phone; B) the Hand-locked condition,
where the phone is anchored to the user’s virtual hand without a corresponding physical entity; and C) the World-locked
condition, where the phone is anchored at a fixed point spatially. On the right, the interaction techniques are depicted: D)
Touch and E) Pinch.

ABSTRACT
When users wear a virtual reality (VR) headset, they lose access to
their smartphone and accompanying apps. Past work has proposed
smartphones as enhanced VR controllers, but little work has ex-
plored using existing smartphone apps and performing traditional
smartphone interactions while in VR. In this paper, we consider
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three potential spatial anchorings for rendering smartphones in
VR: On top of a tracked physical smartphone which the user holds
(Phone-locked), on top of the user’s empty hand, as if holding a
virtual smartphone (Hand-locked), or in a static position in front
of the user (World-locked). We conducted a comparative study of
target acquisition, swiping, and scrolling tasks across these anchor-
ings using direct Touch or above-the-surface Pinch. Our findings
indicate that physically holding a smartphone with Touch improves
accuracy and speed for all tasks, and Pinch performed better with
virtual smartphones. These findings provide a valuable foundation
to enable smartphones in VR.
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1 INTRODUCTION
Modern smartphones give us immediate and convenient access
to our contacts, communications, applications, and personal data.
However, when using head-mounted displays, interacting with mo-
bile devices and the information they hold is still cumbersome, and
there is no consensus on how to perform these interactions. To
glance at or interact with their personal devices, people either need
to leave the immersion of the virtual environment by removing
their headset, or use video pass-through techniques [40, 58]. Al-
though video pass-through technologies are improving, they may
still impede on interaction due to low resolution, latency, or distor-
tion. Alternatively, users can interact with custom VR versions of
smartphone apps, but this may require learning unfamiliar inter-
face designs and interaction styles, and also introduces additional
development costs for app developers. We argue that a promising
alternative would be to allow people to interact directly with their
smartphones in VR as a smartphone device.

Previous research has explored various approaches to integrat-
ing smartphones into virtual environments, such as enabling phone
tracking in virtual space, using the phone as a 6-degree-of-freedom
input device [48, 49, 52, 75], or expanding the smartphone view
using a headset to enhance the experience [26, 54]. Furthermore,
researchers have begun to investigate how to regain access to our
smartphones in virtual environments [9, 23, 39]. These works en-
able phone usage in VR by replicating the interaction and display
of smartphones as users would experience in the physical world,
including tracking and touch functionalities.

While these approaches act as a good starting point, they raise
further questions: 1) Is there a need to strictly follow real-world smart-
phone usage conventions in a virtual space?, 2) Could simulating a
virtual smartphone and allowing users to interact with the virtual
instance be a viable solution to meet user needs?, and 3)Would mirror-
ing the smartphone into a common spatially anchored user interface
be more effective to enable access to the smartphone in VR?

Considering these questions in light of existing research, we
found a lack of comparative studies that address these specific issues.
Most current research compares results in contexts such as target
acquisition [48, 49, 61, 78], typing [9, 17, 26], or specialized tasks
such as data visualization [22]. General operations, such as swipe
gestures on a smartphone or scrolling through continuous content,
have not been evaluated in the context of “using a smartphone as a
smartphone in VR”.

This paper addresses the existing gap in understanding smart-
phone interactions in VR. Specifically, we explore various spatial

anchoring strategies to enable phone interfaces with different in-
teraction techniques. We first classify possible smartphone inter-
actions in VR into three main anchoring categories: Phone-locked,
where the virtual screen is anchored directly above a physical smart-
phone; Hand-locked, where the virtual screen is positioned over
a user’s empty hand; and World-locked, where the virtual screen
maintains a fixed position in the virtual world. In addition, we also
considered two possible input modalities: direct Touch, mimick-
ing typical phone input, and above-the-surface Pinch, a prominent
input mechanism for immersive environments. In summary, we
conducted a study to answer the following research questions:

RQ1: How do different spatial anchoring strategies affect the perfor-
mance of common smartphone interactions?

RQ2: How do different interaction techniques influence user experi-
ence and task efficiency?

RQ3: What are user preferences regarding the combination of spatial
anchoring methods and input modalities?

We compared our proposed spatial anchorings and interaction
techniques in a study consisting of tasks that mirror everyday
smartphone interactions (target acquisition, swiping, and content
scrolling). Our results suggest that participants performed better
in all tasks using direct touch interaction when holding a physical
phone than in virtual representations, likely due to the haptic sensa-
tion and feedback it provides. However, if the user cannot access a
physical phone for interaction, the indirect pinch interaction leads
to higher accuracy for all tasks compared to Touch. In summary, our
paper contributes to a deeper understanding of how smartphones
can be used as smartphones within VR. Specifically, we contribute:

(1) An exploration of strategies to enable the use of smartphones
in virtual reality for spatial anchoring and input modalities.

(2) Results of a user study that evaluates combinations of spa-
tial anchoring techniques and input modalities across three
everyday smartphone tasks.

2 RELATEDWORK
Our research builds on previous work that adapts different strate-
gies to anchoring spatial user interfaces (UIs), including fixed in
space, attached to the body, or attached to physical objects. Addi-
tionally, we build on existing research focused on enabling phones
within spatial environments.

2.1 Spatial User Interface Interactions and
Anchoring

Spatial UIs allow for interactions between elements from physi-
cal, virtual, and immersive environments. This creates opportuni-
ties for these interactive systems to work as multi-device environ-
ments [70], and cross-reality systems [5, 79] that allow cross-device
interactions [20], or simply using devices as controllers [9, 48, 77].
These opportunities create new challenges for interaction, as de-
vices must be represented in multiple environments. While a smart-
phone is easily represented and interacted with in a physical envi-
ronment, it is less obvious how to anchor it and interact with it in
a virtual environment.

Inspired by desktop UIs, spatial user interfaces are often rep-
resented in VR as 3D menus that are spatially anchored to the

https://doi.org/10.1145/3613904.3642582
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surrounding virtual environment [12, 35, 41, 42, 56, 65–67]. Users
commonly interact with these interfaces through ray-casting tech-
niques enabled through controller or hand-tracking for interaction
at a distance combined with a button click or hand gesture (e.g.
pinching) as a trigger [2], or via Direct Touch techniques that aim
to mimic the way users interact with physical buttons and other
controls by “pressing” virtual widgets [2]. These spatial UIs lay the
foundation of interaction with modern HMDs and are present in
virtually all commercial VR devices (e.g., Meta Quest 21, PlayStation
VR 22 or HTC Vive Pro3). Our work treats these “World-locked”
interfaces as a baseline for smartphone interaction.

Although world-locked spatial UIs are efficient for system con-
trol, they can occlude other parts of the environments, and their
anchoring to the world can be troublesome if users switch envi-
ronments and lack tactile feedback as their physical counterparts.
As such, researchers have proposed body-attached UIs that follow
the user and enable haptic feedback by pressing on one’s body [41].
These interfaces also benefit from our proprioception, as widgets are
attached to specific parts of the body, helping the memorability of
the interface and allowing interaction without looking [51, 71, 73].
Body-attached interfaces have been proposed for various easily
accessible body parts such as fingers [18, 29], the palm [30, 68, 76],
forearm [6, 14, 31, 32, 55, 60, 76], and different purposes such as
cursor movements [69], text entry [30, 68, 76], and menu selec-
tions [18, 28, 30, 76]. Our work treats these “Hand-locked” interfaces
as a suitable virtual representation of the smartphone interaction
when no physical smartphone is available.

Previous work has shown that operating a spatial UI without
haptics in VR can be a challenging task [46]. Chan et al. [21] found
that users perform poorly in determining depth along the viewing
axis of spatial targets without haptics. Thus, researchers have pro-
posed physical surfaces to support touch interaction within virtual
environments [4, 11, 72]. The most straightforward approach is to
hold a physical object in hand, which provides real-world haptic
feedback [44]. Previous work has explored how the spatially tracked
tablet [3, 24, 63], smartphone [8, 9, 48, 78] could benefit the touch
experience in the space environment. In our work, we treat these
“Phone-locked” interfaces as directly reproduced smartphones in
VR. However, this representation requires a physical smartphone to
be available and tracked. Previous work has suggested that smart-
phone tracking errors may reduce usability due to the “fat finger”
issue and virtual and physical touch timings [49, 78].

2.2 Enabling Phone Interaction in VR/AR
A significant benefit of using a physical smartphone in VR is to
enable haptic feedback, often missing in VR [4, 15, 30, 71, 78]. As
such, the smartphone is commonly introduced as a 6DOF controller
to enable expressive and space-efficient input. Several works have
introduced technical solutions to track the user’s hands and the
phone [9, 48, 52]. Phones have also been used as spatial controllers
for specific tasks such as spatial content editing [49, 50, 52], text
entry [9, 17, 26], proxy for content review [24, 26], or as input in
space-constrained settings [38]. Typically, the smartphone screen is

1https://www.meta.com/us/quest/products/quest-2/
2https://www.playstation.com/en-us/ps-vr2/
3https://www.vive.com/us/product/#pro%20series

transformed into a customUI tailored to the VR scenario rather than
maintaining the traditional phone interface or phone applications.

A recent trend is to integrate daily smartphone usage into a
VR environment by streaming the phone screen and incorporating
hand tracking, thus emulating in VR the way users interact with
their phones in the real world [9, 23]. While researchers have inves-
tigated the use of VR to enhance smartphones by varying screen
size [54], accessibility testing tool [39], or to change its appearance
to integrate with the virtual environment [47], few focus on perfor-
mance evaluations, such as swipe gestures and content scrolling.
Even design-based studies, such as those of Zhu and Grossman [77]
and Zhang et al. [75], often emphasize the design space and user
scenarios, while assuming that the virtual phone is always attached
to a physical phone. This observation motivated us to investigate
this assumption and compare smartphone anchorings and interac-
tion techniques, offering a more comprehensive understanding of
everyday tasks across various smartphone representations in VR.

3 PhoneInVR
When integrating a smartphone into VR, designers must consider
how it is represented and how to interact with it. We address these
considerations in the scope of the spatial anchoring and interaction
techniques (Figure 2). We vary both factors based on their level
of integration with a typical physical smartphone. The spatial an-
chorings vary from a direct relationship to a physical phone to a
completely virtual smartphone, while the interaction techniques
represent direct and indirect interaction with the smartphone.

3.1 Spatial Anchoring
We consider three spatial anchorings that each have different levels
of representation of a physical smartphone in VR. It can be noted
that two of these anchorings (phone-locked, hand-locked) are bi-
manual, and follow Guiard’s Kinematic Chain model of bimanual
control, where the non-dominant hand sets the reference frame for
input and the dominant hand interacts using fine movements [27].
The third anchoring (World-locked) is unimanual.

3.1.1 Phone-Locked. A “Phone-locked” smartphone in VR is char-
acterized by a user holding and interacting with a replicated phone
from Reality in VR (Figure 1a). This approach is based on numerous
previous studies that highlight the importance of tactile feedback for
efficient interaction with smartphones in VR [9, 48, 49, 63]. Beyond
replicating the physical experience, previous research has proposed
different approaches to showing content on the VR smartphone.
Some studies stream physical smartphone content directly into VR
to allow users to use their smartphones while wearing HMDs [9, 48].
In contrast, other studies opt for a re-rendered VR interface distinct
from the real-world phone screen to make the smartphone more
flexible and to avoid potential latency issues arising from streaming
the smartphone content into VR [22, 23, 36, 38, 63].

Our primary goal is to determine the effects of the phone’s VR
representation on typical phone-like interactions. Guided by this
aim, our investigation will employ a re-rendered screen within the
VR environment. This choice comes from our intention to avoid
potential latency issues associated with streaming content to VR. It
also addresses our concerns about the so-called “fat finger” problem
in VR that could be aggravated by tracking inaccuracies.

https://www.meta.com/us/quest/products/quest-2/
https://www.playstation.com/en-us/ps-vr2/
https://www.vive.com/us/product/#pro%20series
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Figure 2: Spatial anchorings and interaction techniques considered in PhoneInVR.

3.1.2 Hand-Locked. A “Hand-locked” smartphone in VR aims to
emulate the familiarity of a Phone-locked smartphone but without
the presence of a physical smartphone that the user holds (Fig-
ure 1b). In this configuration, users will utilize their non-dominant
hand to “hold” and interact with a virtual phone. The primary dis-
tinction from a Phone-locked smartphone is tangibility. No real
device sits in the user’s palm, transforming every touch into a
"virtual" action without haptics.

One of our design considerations is whether we should apply
skin-based haptic feedback to support interaction. Numerous hand-
centric VR studies have stressed the importance of tangible haptic
feedback and propose redirecting touch sensations to bodily areas
such as the fingers [18, 29], the palm [13, 16, 28, 30], or the arm [43,
64, 76]. For studies employing hand-anchored UIs without haptic
feedback, the common approach is to place the anchored UI near the
hand, such as the area between both hands [7, 57]. This approach
results in touch interactions against empty space rather than body
regions like the palm.

Li et al. [43] posited that proprioception without haptic feed-
back could still enhance interaction. In our design, we mimic the
interaction of real-world smartphones by having the virtual phone
floating above the user’s palm, directing touch actions towards it
(as illustrated in Figure 2 Hand-Locked). We made this decision on
two factors: the ubiquitous gesture of holding a smartphone and the
fact that the typical phone’s surface area will exceed the palm area.
However, investigating how such proprioception without haptic
feedback affects user performance is also an unexplored research
avenue worth pursuing for future work.

3.1.3 World-Locked. A “World-locked” smartphone in VR is mir-
rored on a spatially anchored canvas (Figure 1c) [18]. Contrary to
traditional VR canvases that are often rendered in larger dimen-
sions (typically spanning meters), for the sake of consistency in our
comparison with the Phone-locked and Hand-locked anchorings,
we rendered the Spatial UI to match the screen size of a physi-
cal smartphone. This investigates whether a relatively compact UI
can still accommodate the precise operations that users typically
perform on their everyday mobile devices.

3.2 Interaction Techniques
We consider two techniques for interacting with a smartphone
in VR: Touch and Pinch (Figure 2. Direct Touch is similar to the
typical touch interactions with real-life smartphones, and the Pinch
interaction allows indirect interaction without physical touch.

3.2.1 Touch. We use the term “touch” to denote a finger that in-
teracts with a virtual surface, as defined by Hertel et al. [33]. While
touch interactions may look visually the same regardless of whether
a physical phone is present or not, the underlying techniques are
slightly different. The distinctions are detailed as follows:

Touch without a physical phone. Due to the lack of a phys-
ical smartphone, the touch event is purely virtual in the
Hand-locked and World-locked anchorings. Therefore, we
need to define the fingertip of the virtual hand in VR and cal-
culate its collision with the virtual smartphone. We applied
previous knowledge from Touch the Droid [78] and defined
the fingertip in a contact point-based algorithm based on
how the user’s finger approaches the surface. A potential
problem is smartphone penetration as there is no physical re-
striction [21].We used amodified redirection process derived
from the current Oculus Interaction SDK 4 to restrict the
user’s hand to stay over the surface when penetration occurs.
For full details, please refer to the supplemental material.

Touch with a physical phone. Integrating a physical smart-
phone into VR introduces challenges due to tracking inac-
curacies. The touch point on the physical touch screen may
not align with the collision point in VR. Additionally, an
error in the z-depth direction could lead to a misalignment
in the timing between the physical contact and the virtual
contact between the fingertip and the screen. This can result
in inconsistent visual feedback and haptic responses, which
can cause problems such as the sensation of a floating touch
or penetration in the virtual realm [78].

Drawing on previous research [21, 30, 76, 78], we adopted a hy-
brid approach. Our strategy utilizes the estimated visual point from
VR to determine the touch location while using tangible contact
with the phone to determine the touch timing. We integrated a
target redirection technique to address potential inconsistencies,
such as the virtual finger penetrating or hovering above the surface
at the touch point. Specifically, if a physical touch has not occurred,
the virtual hand’s speed is reduced to prevent virtual contact be-
fore the physical contact takes place. Once the physical touch is
registered, the virtual finger snaps onto the virtual screen. This
design ensures the alignment of haptic feedback and visual cues.
The details can be found in the supplemental material.

3.2.2 Pinch. The pinch gesture has become a standard interaction
in VR [2]. The technique utilizes the moment when the tips of the

4https://developer.oculus.com/documentation/unity/unity-isdk-interaction-
sdk-overview/

https://developer.oculus.com/documentation/unity/unity-isdk-interaction-sdk-overview/
https://developer.oculus.com/documentation/unity/unity-isdk-interaction-sdk-overview/
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Target Acquisition Swipe Scroll

Figure 3: Evaluation tasks.

index finger and thumb come into contact with each other to cast a
ray toward objects to determine an object for interaction. Previous
research has proposed various methods to determine the pinch
direction based on cues such as head orientation [45], hand posi-
tion [62], and gaze direction [59]. These methods often assume that
users interact with distant targets or expansive virtual canvases.

However, our research narrows its scope to interactions with in-
terfaces the size of a smartphone positioned within the user’s arm’s
reach. In such a close setting, it is challenging to directly implement
the previously established methods. Therefore, we orient the ray
direction perpendicular to the virtual screen surface, which we be-
lieve aligns more naturally with a user’s natural inclination when
performing a pinch gesture towards a phone in a VR environment.

4 EVALUATION
To answer our research questions (RQ1-RQ3), we implemented
an evaluation setup that emulated the spatial anchorings and in-
teraction techniques proposed in Figure 2. The evaluation design
allowed participants to experience each combination of anchoring
and interaction technique in three different smartphone tasks.

4.1 Tasks
We chose tasks that evaluate three of the most common smartphone
operations: target acquisition, swiping, and scrolling (Figure 3).

4.1.1 Target Acquisition. In our target acquisition task, we aim to
evaluate user performance with elements of common sizes in mod-
ern smartphone application design. Drawing on previous works [61,
78] and the smartphone design guidelines5, we opted for target ele-
ment sizes of 120𝑝𝑥 (∼6mm) and 240𝑝𝑥 (∼12mm) in width. These
sizes represent the recommended keystroke dimension and the
default icon size of the smartphone we used for our study. We de-
signed the targets as rounded squares rather than circles, to mimic
the shape of modern app icons. During the training sessions, par-
ticipants were instructed to aim for the center of these targets.
Additionally, to ensure a realistic spatial representation between
targets, we settled on selection distances of 430𝑝𝑥 and 860𝑝𝑥 . These
distances represent 1/8 and 1/4 of the screen’s diagonal length.

For each combination of Technique, Anchoring, Size, and Dis-
tance, we perform nine repetitions. During the study, the subse-
quent target becomes visible upon the triggering of an acquisition
event. This amounts to a total of 2 Techniques × 3 Anchorings × 2
Distances × 2 Sizes × 9 repetitions = 216 trials for each participant.
For the Pinch technique, we also render a cursor (50px in width) to
visualize the hover position before the final selection (Figure 4d).
No cursor was used for the Touch technique (Figure 4a).

5https://developer.android.com/develop/ui/views/launch/icon_design_adaptive

4.1.2 Swipe. The swipe gesture has become integral to daily smart-
phone use [19, 53], and has replaced traditional buttons such as
“back” and “home”. Typically, directions such as Up, Down, Left, and
Right are predefined and utilized to execute underlying commands,
such as unlocking the device or switching content. For touch input,
the swipe gesture is intuitive. However, when considering pinch
input in VR, the definition and detection of a swipe gesture require
further consideration. Drawing from previous research on gestures
to simulate swipes in spatial UIs [1, 37], we directly projected the
movement from the initiation of the pinch to its release on the
screen to decide whether a swipe gesture is activated. As we project
a point perpendicular to the virtual phone screen, the travel dis-
tance resembles a 1:1 movement between the pinch drag and the
screen swipe. For our study, we introduced a set of filtering criteria
based on two core assumptions for a successful swipe gesture:

Direction: The swipe should not deviate substantially from
the intended direction. Therefore, we define that the angle
between the targeted direction and the actual direction exe-
cuted by the user should not exceed 45 degrees.

Distance: The travel distance for a valid swipe should not be
short enough to confuse it with touch input. We established a
minimum distance threshold of 240𝑝𝑥 (∼1.2cm), representing
the approximate size of a default Android icon.

For our study, we studied four directions:Up,Down, Left,Right.
Each direction was depicted as an arrow extending 800𝑝𝑥 across the
screen. Participants encountered a two-second countdown between
each trial and were instructed to reset their right hand to its starting
position after each gesture. We gathered data from 8 repetitions for
each direction. Thus, we collected 2 Techniques × 3 Directions × 4
Directions × 8 repetitions = 192 swipes for every participant.

4.1.3 Scroll. In today’s digital age, scrolling through content on
social media platforms like Twitter6, YouTube7, or extensive web-
pages has become a routine activity for smartphone users. Unlike
the traditional desktop experience [34, 74], evaluating smartphone
scrolling performance requires us to consider specific features that
represent the characteristics of typical smartphone applications. A
defining characteristic of modern scrolling behavior is the percep-
tion of endless content, where new content is loaded as the user
nears the end of what is currently visible. In our study, we designed
a scrolling canvas that functions as an infinite loop to simulate this.
We created endless lines of content using numbers from 0 to 1000
and set them to loop continuously during scrolling. Each line occu-
pies a width equivalent to one-tenth of the screen’s height(312𝑝𝑥 ),
ensuring that ten lines are visible at any given time. Participants
were tasked with scrolling to locate target lines spaced at intervals
of 5, 10, and 20 lines, which correspond to half a screen, a full
screen, and two screens’ height, respectively.

Another feature of scrolling smartphone content is the inclusion
of momentum feedback, which ensures that content continues to
scroll for a short distance after the user finishes their scroll gesture.
To mimic this experience, our study incorporated a default physics-
based scroll function8 to allow the content to continue scrolling

6https://twitter.com/
7https://www.youtube.com/
8https://docs.unity3d.com/Packages/com.unity.ugui@1.0/manual/script-

ScrollRect.html

https://developer.android.com/develop/ui/views/launch/icon_design_adaptive
https://twitter.com/
https://www.youtube.com/
https://docs.unity3d.com/Packages/com.unity.ugui@1.0/manual/script-ScrollRect.html
https://docs.unity3d.com/Packages/com.unity.ugui@1.0/manual/script-ScrollRect.html
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Pinch, SwipeE
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Touch, SwipeB
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Figure 4: Virtual setup for each task and technique.

slightly after the user lets go of their touch or pinch gesture. Draw-
ing from prior research [25, 74], it is essential to provide appropriate
visual feedback to signify when a user has successfully identified
the target. We placed a semitransparent area in the middle of the
screen of 1.5 𝑡𝑖𝑚𝑒𝑠 the width of a content line to signify where
the user has to scroll the intended target to (Figure 3). When the
user scrolls the designated target within this area, the trial is set as
successful, and the subsequent trial is started. The scroll canvas is
first set to a random position for every trial. We then determine the
target position based on the line distance, display the target line at
the top of the screen, and instruct users to locate it. In summary,
our scrolling study encompassed three distinct target line distances:
5, 10, and 20 lines. The user performed eight repetitions for each
condition. Thus, each participant completed a total of 2 Techniques
× 3 Anchorings × 3 Distances × 8 repetitions = 144 scroll trials.

4.2 Setup and Apparatus
We used an Oculus Quest 2 and a Pixel 6 Pro for our study. Hand-
tracking data were sourced fromOculus SDK. The Pixel 6 Pro phone
is equipped with a 6.7-inch screen with a resolution of 1440 x 3120
pixels, leading to a pixel density (PPI) of 512. For conditions that
required the physical phone, we deployed a background application
on the smartphone. This application synchronizes the touch events
from the phone to our study software through a UDP network. We
developed our study software with Unity 2021.3.4f1. The software
was run on a Lenovo R9000K laptop equipped with an RTX 3070
Graphics card and AMD-Ryzen 7 6800H CPU to guarantee smooth
and uninterrupted performance during the study. Because spatially
tracking a phone is difficult even with the current state-of-the-art
techniques, and a user’s hand would typically remain stationary
during interaction, we locked the phone position during the study.

Pinch, Hand-lockedETouch, Hand-lockedB

Pinch, World-lockedFTouch, World-lockedC

Pinch, Phone-lockedDTouch, Phone-lockedA

Figure 5: Physical setup for each technique and anchoring.

This allows us to focus on the ideal input conditions and minimize
any phone tracking errors.

4.2.1 Implementation of Anchoring. A critical aspect of our imple-
mentation was prioritizing user preference over a one-size-fits-all
approach. We recognized that phone usage is a highly individual
experience, and accommodating personal comfort was paramount.
The following outlines our strategy for determining the optimal
anchor point for different anchoring techniques.

Phone-Locked. For the Phone-locked approach, the method-
ology is straightforward since the virtual phone is anchored
to the 6-DOF tracked phone. Tomaintain consistency through-
out our study, we instructed participants to identify a com-
fortable position to hold their phone. We then physically
locked the phone using a tripod (Figure 5a).

Hand-Locked. We placed a spatial phone within arm’s reach
and asked participants to find a position where they felt the
phone was grasped correctly. Once they grasp the virtual
phone comfortably, we establish that point in the user’s hand
as the anchor to attach the phone (Figure 5b). We instructed
the participants to find a comfortable hand position and to
maintain that posture during each task. As such, the virtual
phone remained stationary.

World-Locked. We began theWorld-locked procedure by first
executing the Hand-locked approach. Users were instructed
to operate the phone in a comfortable posture. Upon identi-
fying this optimal position, we set that point in the world
space as the anchor for the virtual phone and release the
phone from the user’s hand to the world (Figure 5c).
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4.3 Participants
We recruited 24 participants aged 20 to 34 (12 female, M = 25.3 years,
SD = 3.3). All but one participant reported previous experience with
VR. Five reported being an expert, and five reported having inter-
mediate experience. The remaining participants reported having
limited or beginner-level experience. Our institutional ethics board
approved the study and participants gave their informed consent
before beginning the study.

4.4 Procedure
The first participants signed a consent form and answered a demo-
graphic questionnaire. Participants then put on the HMD, adjusted
their headsets to sit comfortably, and adjusted the lenses to ensure a
clear view of the virtual environment. The participants would then
perform the tasks combining Technique and Representation. Par-
ticipants would perform all tasks with a combination of Technique
and Representation before continuing to the following combina-
tion. Participants always started with the target acquisition task,
then the swiping task, and finally the scrolling task. Participants
were instructed to have a one-minute rest between each task. An-
choring and Technique order was counterbalanced with a balanced
Latin square. Before each task, the participants completed a train-
ing session to become familiar with the technique and task. After
completing each set of tasks per condition, we asked participants
to fill in a user preferences questionnaire. The questionnaire in-
cluded statements scored on a 9-point Likert scale where a value
of 1 meant that participants strongly disagreed with the statement
and 9 indicated that they fully agreed with it. Table 1 shows the
questions asked in the questionnaire and the results for each an-
choring condition. The study took a total of around 90 minutes to
complete. Participants received 30 CAD in compensation.

5 RESULTS
We performed our analysis for each task separately. As such, the
dependent and independent variables varied per task. Unless other-
wise stated, the analysis was performed with repeated measures
ANOVA (RM-ANOVA) (𝛼 = .05). When the assumption of spheric-
ity was violated, as tested with Mauchly’s test, Greenhouse-Geisser
corrected values were used in the analysis. Shapiro-Wilks tests were
used to validate the assumption of normality. Bonferroni-corrected
post-hoc tests were used when applicable. Effect sizes are reported
as partial eta squared ([2𝑝 ).

5.1 Target Acquisition Task
Our dependent variables were selection time and error distance for
the target acquisition task (Figure 3 left). We performed a 4-way
repeated measures ANOVA with Anchoring, Technique, Size, and
Distance as independent variables.

5.1.1 Acquisition Time. We define “acquisition time” as the time
between the appearance of the target and the initiation of a “touch”
or “pinch”. RM-ANOVA revealed a significant 4-way interaction
for Anchoring × Technique × Size × Distance 𝐹2,46=4.00, 𝑝=.025,
[2𝑝=.148, Figure 6). In terms of Size and Distance, post-hoc findings
aligned with traditional Fitts’ law results - longer distances required
more time to complete (𝑝<.001), while larger sizes resulted in shorter

completion times (𝑝<.001). Post-hoc tests further indicated that for
all combinations of target size and distance, Touch combined with
Phone-locked resulted in shorter touch times compared to Touch
with World-locked and Hand-locked (all 𝑝≤.033), showcasing the
potential of haptic feedback for target acquisition. Regarding the
difference between Pinch and Touch, Pinch proved consistently
faster than Touch for World-locked (all 𝑝≤.007). On the contrary,
the Hand-locked and the Phone-locked did not show any significant
differences between techniques.

We also found multiple main effects. An increased Distance
(𝐹1,23=93.45, 𝑝<.001, [2𝑝=.802), and a decreased Size (𝐹1,23=120.21,
𝑝<.001, [2𝑝=.839) led to longer acquisition times. We also found
that Anchoring had a significant main effect (𝐹2,46=9.52, 𝑝<.001,
[2𝑝=.293), where Phone-locked (1.03𝑠) was significantly faster than
Hand-locked (1.16𝑠 , 𝑝<.001) and World-locked (1.12𝑠 , 𝑝=.005).

5.1.2 Error Distance. We define the error distance as the Euclidean
distance between the touch and target centers. We measured the
error distance in the phone space and reported it in pixels (Figure 6).
To satisfy the assumption of normality, we transformed the data
using a base 10 logarithm transformation. Error distances included
in figures or text represent untransformed data. RM-ANOVA of
the transformed data revealed a significant four-way interaction
effect for Anchoring × Technique × Size × Distance (𝐹2,46=4.62,
𝑝=.015, [2𝑝=.167). Post-hoc tests revealed that for all combinations
of Anchoring, Size, and Distance, Pinch consistently resulted in a
smaller error distance compared to Touch (all 𝑝≤.018). This obser-
vation is logical since the participants had access to a cursor for
Pinch combined with Touch’s “fat finger” issues. Regarding per-
formance across Anchorings, we observed that the Phone-locked
Touch outperformed the Hand-locked (all 𝑝≤.006) but did not differ
significantly from the World-locked Touch. This finding suggests
that binding a virtual smartphone to the hand, as in Hand-locked,
might amplify tracking jitters during touch, which increases error.
Meanwhile, the similarity between the Phone-locked and World-
locked can be attributed to visual hints being more dominant for
target acquisition than physical cues.

We also found significant main effects for all independent vari-
ables. For Anchoring (𝐹2,46=38.15, 𝑝<.001,[2𝑝=.624), post-hoc results
showed that Hand-locked (55.3𝑝𝑥 ) had a higher error distance than
Phone-locked (82.0𝑝𝑥 , 𝑝<.001) and World-locked (65.4𝑝𝑥 , 𝑝<.001).
World-locked also had a higher error distance than Phone-locked
(𝑝<.001). For Technique (𝐹1,23=107.01, 𝑝<.001, [2𝑝=.823), post-hoc
results showed that Pinch (55.5𝑝𝑥 ) was significantly more accurate
than Touch (79.6𝑝𝑥). The results also showed that a longer target
distance led to a smaller error distance (𝐹1,23=9.23, 𝑝=.006, [2𝑝=.286).
However, despite a generally low error rate, a larger size led to a
higher error distance (𝐹1,23=106.49, 𝑝<.001, [2𝑝=.822). This increase
can be attributed to that determining the center of larger elements
is more challenging, possibly leading to less precise touches.

5.1.3 Task Summary. The data from the Acquisition Time revealed
a notable influence of haptic feedback on overall performance. Ac-
quisition time was significantly reduced for Phone-locked condi-
tions compared to Hand-locked and World-locked, which lack the
same level of haptic feedback. Furthermore, selections with Touch
on a haptic surface were faster than Pinch. However, without haptic
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Figure 6: Results for the target acquisition task. Error bars represent the mean 95% confidence intervals. The symbol ∗ indicates
𝑝 < .05 and ∗∗ indicates 𝑝 < .01.

support, Pinch was faster than Touch. These results highlight the
significant influence of haptic feedback on user interactions.

Regarding the error distance, pinch consistently resulted in a
lower error distance across all conditions than touch. This can be at-
tributed to the fact that pinch does not present the "fat finger" issue
that touch might introduce. Furthermore, we found no significant
differences between Phone-locked and World-locked conditions
for Touch. This suggests that user accuracy is predominantly influ-
enced by visual feedback rather than by the anchoring condition.
The higher error distance from Touch on the Hand-locked condition
than other anchorings might be due to the amplified tracking error.

5.2 Swipe Task
For the swipe task (Figure 3 middle), we measured swipe time,
swipe distance, and swipe angle. We performed a 3-way repeated
measures ANOVA with Anchoring, Technique, and Direction as
independent variables.

5.2.1 Swipe Time. We define “swipe time” as the interval in sec-
onds between the moment the press event is triggered and the
moment the release is recorded (Figure 7). We found a significant
Anchoring × Technique × Direction 3-way interaction (𝐹6,138=4.07,
𝑝<.001, [2𝑝=.150). Post-hoc tests showed that there were no signifi-
cant differences for Pinch. Phone-locked was significantly faster
for the Touch technique than Hand-locked and World-locked for all
conditions (all 𝑝≤.018). For Pinch, the post hoc results showed no
significant differences between the anchorings. For Touch, Phone-
locked swipe times were consistently shorter than those in Hand-
locked and World-locked conditions (all 𝑝≤.017). Furthermore,

for Phone-locked, all swipe times associated with the pinch ges-
ture were significantly longer than those of the touch gesture (all
𝑝≤.002). For World-locked, Pinch swipe times were significantly
shorter than Touch for all directions (all 𝑝≤.009) except upward
(𝑝=.853). Notably, no significant differences were observed between
the pinch and touch gestures in the hand-locked condition.

We also found a significant main effect for Direction (𝐹3,33=10.94,
𝑝<.001, [2𝑝=.322), where we found that the up direction was sig-
nificantly faster than all other directions (all 𝑝≤.047). Finally, we
found a significant Anchoring main effect (𝐹2,46=14.88, 𝑝<.001,
[2𝑝=.393). Post-hoc results showed that Phone-locked (.35𝑠) was
significantly faster than Hand-locked (.44𝑠 , 𝑝<.001) and World-
locked (.46𝑠 , 𝑝<.001). There was no significant difference between
Hand-locked and World-locked.

5.2.2 Swipe Distance. We define the “swipe distance” as the dis-
tance between the swipe start and end points (Figure 7). RM-ANOVA
showed a significant Anchoring × Technique 2-way interaction
(𝐹2,46=29.70, 𝑝<.001, [2𝑝=.566). The post-hoc tests showed that for
Touch interaction, the Phone-locked Anchoring exhibited a sig-
nificantly shorter swipe distance than Hand-locked (𝑝<.001) and
World-locked (𝑝<.001). However, no significant differences were
observed for Pinch.We also found that the Technique shows a signif-
icant difference for all reference frames, where a Pinch interaction
leads to longer swipe distances than Touch in the Phone-locked
(𝑝<.001). However, Pinch led to significantly shorter swipe distances
than Touch for Hand-locked (𝑝<.001) and World-locked (𝑝=.006).

We also found a significant Anchoring main effect (𝐹2,46=32.70,
𝑝<.001, [2𝑝=.587). Post-hoc tests showed that Phone-locked (785𝑝𝑥 )
had a significantly lower swipe distance than Hand-locked (1052𝑝𝑥 ,
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Figure 7: Swipe time, distance, and error angle results for the swipe task. Error bars represent the mean 95% confidence intervals.
The symbol ∗ indicates 𝑝 < .05 and ∗∗ indicates 𝑝 < .01.

𝑝<.001), and World-locked (1125𝑝𝑥 , 𝑝<.001). We also found a signif-
icant Direction main effect (𝐹3,69=13.36, 𝑝<.001, [2𝑝=.367). Post-hoc
tests showed that swipe distances were significantly longer for
vertical directions than horizontal directions (all 𝑝≤.005).

5.2.3 Swipe Angle. The “swipe angle” is defined as the angular dif-
ference in degrees between the target direction and the vector rep-
resenting the participant’s swipe from start to end point (Figure 7).
RM-ANOVA revealed a significant 2-way interaction between Tech-
nique × Direction (𝐹3,69=8.60, 𝑝<.001, [2𝑝=.272). Post-hoc results
showed, in general, smaller swipe angles for vertical directions.
However, for all pairwise comparisons, potential differences were
generally below 5◦, indicating minimal practical impact.

Additionally, we found a main effect for Direction (𝐹3,33=15.69,
𝑝<.001, [2𝑝=.588). Post-hoc results showed that the left (9.75◦) and
right (8.81◦) directions had a significantly higher swipe angle than
the down (6.27◦, both 𝑝≤.031) and up (6.62◦, both 𝑝≤.023) direc-
tions.We also found a significant Techniquemain effect (𝐹1,23=12.69,
𝑝=.002, [2𝑝=.345. The results showed a small but statistically signifi-
cant difference in which the Pinch swipe angle (4.49◦) was smaller
than the Touch swipe angle (5.51◦).

5.2.4 Task Summary. Our analysis revealed distinct relationships
between phone anchoring, input technique, and their effects on
swipe-style tasks in different target directions. Specifically, the
swipe time was notably influenced by both phone anchoring and
input technique. When using Touch, the swipe times for both
the World-locked and Hand-locked conditions were substantially
longer compared to those executed on the physical screen. In com-
parison between Pinch and Touch techniques, Phone-locked An-
choring consistently showed shorter swipe times for Touch input. In
contrast, the World-locked had shorter swipe times with Pinch. The
Hand-locked condition showed no significant differences between
the techniques. Our data indicated statistical significance under
various conditions for the swipe distance and error angles. How-
ever, it is crucial to note that since swipe gestures predominantly
manifest as cross-screen actions with a tolerance for variations in
angle and distance, the differences we measured might not have
significant implications for real-world applications.
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5.3 Scroll Task
For the scroll task (Figure 3 right), we measured scroll time, scroll
distance, and error distance. We performed a 3-way RM-ANOVA
with Anchoring, Technique, and Distance as independent variables.

5.3.1 Scroll Time. We defined “scroll time” as the duration from
the onset of a user’s trial to the moment they successfully locate
the target line within the designated area (Figure 8). RM-ANOVA
revealed a significant Anchoring × Technique 2-way interaction
(𝐹2,46=35.60, 𝑝<.001, [2𝑝=.614). For both Hand-locked (𝑝<.001) and
(𝑝<.001) World-locked anchorings, we observed that the scroll time
with Pinch was significantly shorter than with Touch. However, we
found no difference between Touch and Pinch for Phone-locked.
Furthermore, for the Touch technique, Phone-locked had a shorter
scroll time than Hand-locked (𝑝<.001) and World-locked (𝑝<.001).
These findings suggest that the haptic feedback in Phone-locked
offers superior touch control.

All independent variables also showed significant main effects.
For Anchoring (𝐹2,46=30.57, 𝑝<.001,[2𝑝=.574), post-hoc tests showed
that Phone-locked (2.76𝑠) had a significantly shorter scroll time
than Hand-locked (3.31𝑠 , 𝑝<.001) and World-locked (3.27𝑠 , 𝑝<.001).
A significant Technique main effect showed that Touch was sig-
nificantly faster than Pinch (𝐹1,23=36.66, 𝑝<.001, [2𝑝=.810). Finally,
Distance (𝐹2,46=174.28, 𝑝<.001, [2𝑝=.970) showed a significant main
effect where longer scroll distances led to longer scroll times.

5.3.2 Error Distance. We define “error distance” as the gap between
the target and the screen center upon the completion of the scroll.
Given our criteria that a successful scroll concludes only when the
target is within 0.8cm (half the line width, 156 pixels) of the center,
this inherently filters out certain data. The RM-ANOVA indicated a
significant 2-way Anchoring × Technique interaction (𝐹2,46=19.03,
𝑝<.001, [2𝑝=.463, Figure 8). For World-locked (𝑝<.001) and Hand-
locked (𝑝=.006), the Pinch technique yielded a shorter error distance
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Statements

How mentally demanding was the task?

How physically demanding was the task?

Phone-locked Hand-locked World-locked

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

How hurried or rushed was the pace of the task?

How successful were you in accomplishing the task?

How hard it was to accomplish your level of performance?

How insecure, discouraged, irritated, stressed, and annoyed were you?

How accurate were you during the task?

How quick were you during the task?

(For pinch only) I felt the pinch reflected my intension to touch.

2 (2)

3 (2)

2 (1)

8 (2)

3 (2)

8 (1)

1.5 (1)

8 (1.25)

9 (0)

8 (.25)

3 (3)

4 (2.25)

2 (1.25)

7 (2)

4 (2.5)

7 (.25)

2 (2)

7 (2)

5.5 (2.5)

8 (1)

2 (1.25)

3 (2)

2.5 (1.25)

7.5 (1.25)

4 (2)

7 (2)

1 (2)

7 (2.25)

6 (3.5)

7 (2.25)

Strongly Disagree Strongly Agree1 2 3 4 5 6 7 8 9

(For touch only) I felt that my finger "touched" the smarphone.

Table 1: User preferences results (median, interquartile range). ∗, † and § indicate statistically significant differences (𝑝 < .01).

than the Touch technique. Furthermore, with Touch, Phone-locked
had a smaller scroll error than the Hand-locked (𝑝<.001) and World-
locked (𝑝<.001). This aligns with our earlier swipe time findings,
suggesting that the inherent haptic feedback of the Phone-locked
Anchoring facilitates better touch control – an expected outcome
considering the tactile feedback provided by physical interfaces.

We found significant main effects for Anchoring (𝐹2,46=15.08,
𝑝<.001, [2𝑝=.396). Post-hoc tests showed that the Phone-locked
(38.5𝑝𝑥 ) had a significantly lower error distance than World-locked
(46.0𝑝𝑥 , 𝑝<.001) and Hand-locked (46.8𝑝𝑥 , 𝑝<.001). A significant
Technique effect (𝐹1,23=90.57, 𝑝<.001, [2𝑝=.797) showed that Pinch
(37.8𝑝𝑥 ) had a significantly lower error distance than Touch (49.4𝑝𝑥 ).

5.3.3 Scroll Travel Distance. We define “scroll travel distance” as
the total distance (pixels) the canvas element travels before the
user reaches the target. The scroll distance incorporates the user’s
direct scrolling action and the additional distance resulting from
modern scrolling features, such as the “elastic bounce-back effect”
and “momentum scrolling”, where the content continues to scroll
with inertia after the user’s touch or drag action has ended. Results
showed a significant 3-way Anchoring × Technique × Distance in-
teraction (𝐹2.54,58.31=4.59, 𝑝=.009, [2𝑝=.396, Figure 8). The post-hoc
analysis showed significant differences between all distances for all
combinations of technique and anchoring (all 𝑝<.001). Furthermore,
there was a significant difference between Pinch and Touch for all
combinations of Anchoring and Distance (all 𝑝≤.001) except for
the shortest distance in the Phone-locked anchoring (𝑝=.204). Post
hoc differences between Anchorings showed that for Touch, Phone-
locked had significantly less travel distance than World-locked
and Hand-locked in the shortest Distance (both 𝑝≤.016), but only
World-locked at the longest distance (𝑝=.023). World-locked also
had significantly longer travel distance than Hand-locked at the
longest Distance (𝑝=.015). There were no significant differences be-
tween anchorings at the middle distance. For Pinch, Phone-locked
had significantly less travel distance than World-locked and Hand-
locked in the shortest and middle Distances (all 𝑝≤.003), while only

being significantly shorter than World-locked for the longest Dis-
tance (𝑝=.002). Meanwhile, Hand-locked had a significantly shorter
travel distance than World-locked for the longest Distance (𝑝=.013).

All independent variables showed significant main effects. For
Anchoring (𝐹2,46=34.65, 𝑝<.001, [2𝑝=.601), post-hoc tests revealed
that Phone-locked (4068.2𝑝𝑥) had a significantly shorter travel
distance than Hand-locked (4311.7𝑝𝑥 , 𝑝<.001) and World-locked
(4393.0𝑝𝑥 , 𝑝<.001). For Technique (𝐹1,23=71.84, 𝑝<.001, [2𝑝=.757),
the Pinch gesture (4088.8𝑝𝑥 ) demonstrated a significantly shorter
travel distance than the Touch gesture (4426.5𝑝𝑥 , 𝑝<.001). For Dis-
tance (𝐹2,46=9897.86, 𝑝<.001, [2𝑝=.998), we observed that longer
target distances naturally resulted in longer scroll distances, with
values of 2190.1𝑝𝑥 , 3683.4𝑝𝑥 , and 6899.4𝑝𝑥 respectively (all 𝑝<.001).

5.3.4 Task Summary. For scroll tasks, the Phone-locked Anchoring
showed superior performance compared to the World-locked and
Hand-locked in shorter completion times and travel distances, and
reduced error distances when using touch. However, when employ-
ing the Pinch, the difference was negligible in the scope of phone
Anchoring. Without the support of a physical phone, as seen in
World-locked and Hand-locked conditions, the Pinch outperformed
the Touch, especially in the absence of haptic feedback, demonstrat-
ing advantages in time, travel distance, and accuracy. Notably, the
inherent haptic feedback in the Phone-locked Anchoring provides
enhanced touch control, underscoring its benefits.

5.4 User Preference Results
We report the questionnaire results in Table 1. A Friedman test
suggests there is a significant difference in preferences between
anchorings, 𝜒2 (29) = 475.118, p < .001). We conducted a post-hoc
analysis withWilcoxon signed-ranks tests with a Bonferroni correc-
tion. Results suggest that the Hand-locked condition is perceived
as more mentally demanding than Phone-locked (Z = -3.055, p =
.002) and World-locked (Z = -3.034, p = .002). Also, participants
reported being less successful (Z = -2.974, p = .003) and with lower
performance (Z = -2.886, p = .004) in the Hand-locked conditions
when compared to the Phone-locked condition. Furthermore, the
Wilcoxon signed-rank tests showed that the perception of feeling
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Figure 9: Participants’ rankings of Anchoring (top), and tech-
nique preferences for each Anchoring (bottom).

a touch was more significant using the Phone-locked Anchoring
when compared with the Hand-locked (Z = -4.118, p < .001) and
the World-locked (Z = -4.119, p < .001).

After the evaluation session, we asked participants to rank the
anchoring approaches and to pair the anchoring approach with
their preferred interaction technique. Figure 9 shows the partici-
pants’ rankings preferences. Regarding spatial anchoring, we ob-
served that the Phone-locked and World-locked conditions were
the most favored and balanced in popularity. We also found a signif-
icant influence of the physical phone’s presence on the Interaction
Technique preference. Most participants preferred Touch for the
Phone-locked anchoring. However, Pinch was overwhelmingly pre-
ferred for both World-locked and Hand-locked spatial anchorings
in scenarios where a physical phone was absent.

6 DISCUSSION
Our results demonstrate the differences between smartphone an-
choring strategies and interaction techniques in VR, and their effects
on multiple input tasks. We now reflect further on these results
with respect to our research questions and then discuss limitations
and future work.

6.1 Reflecting on Study Results
The main observations of our study can be summarized into the
following considerations, which directly address the research ques-
tions we raised. Notably, the results suggest an interaction between
RQ1 and RQ2: Holding a physical phone (Phone-locked) is prefer-
able when using Touch compared to virtual phone representations
(Hand-locked and World-locked) because of the haptic feedback.
While in Hand-locked and World-locked conditions, the Pinch in-
put performs better than the Touch. These results were consistent
across the three tasks used in our study (target acquisition, swipe,
and scroll). Additionally, the results addressing RQ3 reveal that the
majority of participants preferred the Phone-locked spatial anchor-
ing combined with the Touch interaction technique. In scenarios
without a physical phone, participants predominantly favored the
Pinch input over Touch for interaction without haptics.

The results suggest a clear advantage of haptic feeling from
holding a physical phone (RQ1). For all tasks, interactions using
Phone-locked anchoring consistently outperformed both Hand-
locked and World-locked conditions regarding speed. Additionally,
Phone-locked conditions exhibited fewer errors in both target ac-
quisition, swipe, and scroll tasks, suggesting that, while tracking
the smartphone might introduce additional costs, they are justi-
fied given the overall enhanced performance. Another possible
benefit of Phone-locked anchoring may be the presence of the
non-dominant hand holding the phone as a kinesthetic frame of ref-
erence [10], thus adhering to an important principle from Guiard’s
Kinematic Chain model of human bimanual action [27].

Without a physical phone, input using Pinch generally yields bet-
ter accuracy for all tasks (RQ2). This improvement can be partially
explained by the visual feedback provided when hovering over the
virtual phone. This might have given the participants more visible
space to accurately “aim for the target”, mitigating the potential
inaccuracies introduced by the “fat finger” occlusion issue inherent
with touch interactions.

Beyond performance metrics, user preferences also played a
significant role in our findings (RQ3). Participants had a strong
preference for the Phone-locked condition combined with Touch
interaction. However, participants strongly preferred using Pinch
in both Hand-locked and World-locked conditions. Furthermore,
participants preferred the World-locked phone when compared
to Hand-locked. Therefore, for future endeavors that integrate a
virtual phone in VR without tracking the actual smartphone, a
recommended approach to facilitate interaction would be to use
Pinch rather than virtual Touch and to favor a World-locked phone.

We also found that the Phone-locked condition that allows for
the sense of touch generally yields shorter error distances (RQ1 &
RQ2). But compared the touch performance with world-anchored
conditions, whether a physical phone was present or absent did
not significantly influence the overall error distance for target ac-
quisition (RQ1 & RQ2). These results are reasonable; participants
primarily relied on visual feedback to aim at targets. However, hap-
tic feedback proved beneficial for swipe and scroll tasks. It assisted
users in achieving more accurate directional inputs and enabled
them to stop at the target with a minimized error distance while
scrolling. These results indicate that for operations that require
consistent movement, such as swiping and scrolling, where users
traverse the surface—haptic feedback boosts user performance.

An interesting observation we made relates to the role of haptic
feedback, particularly concerning the signal indicating the com-
pletion of a release action, rather than just the moment of touch
activation. The lack of these haptic release signals led to an increase
in errors when finalizing scroll and swipe tasks, affecting both ac-
curacy and speed. This could explain why performance with touch
on hand-locked and world-locked conditions typically underper-
forms compared to physically-locked conditions or in comparison
to pinch gestures used in the same group (RQ1 & RQ2).

Furthermore, it is important to note that while we observed sig-
nificant differences between anchorings and techniques in various
tasks, the overall performance of all combinations of anchoring
and technique yielded acceptable results for all tasks (RQ1 & RQ2).
This suggests that while some combinations are more optimal in
terms of performance, there is room for variety without severely
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Figure 10: Navigating a web browser with a Phone-Locked
and Touch interactive smartphone. Looking for vacation in-
spiration in Hawaii, A) the user navigates to the web browser
via target acquisition, B) browses images through pictures
with scrolling, and C) navigates pages through swipes.

hampering the user experience. For example, if a user’s phone is not
easily accessible, they could choose to use the world-locked anchor-
ing. Our implementation of PhoneInVR enables users to use their
smartphone in VR as a smartphone with any of the spatial anchor-
ing and interaction technique combinations, as Figure 10 shows.
The implementation leverages screen streaming and input injection
techniques, using a similar pipeline that has been demonstrated in
previous work [9, 75]. As video pass-through techniques improve,
this may soon be a viable alternative to enable a phone-locked
anchoring with a true rendering of both the phone and hands.

6.2 Limitations and Future Work
We designed our study to focus primarily on performance and used
abstract tasks. However, an essential aspect of using a phone in VR
is the ability to read and digest content without obstructions. Eval-
uating the impact on readability across various techniques could be
a promising direction for future research. Concerning readability, a
common strategy is to render the virtual phone with a larger size.
We opted not to pursue this approach because our starting point
represented a physical phone. To maintain consistency, we did not
explore the influence of size. Future studies of smartphones in VR
could potentially investigate this aspect.

We also acknowledge that fixing the phone location (to simulate
ideal tracking conditions) is a limitation of our study. The smart-
phone in the Phone-locked condition was aligned on a tripod to
ensure stable tracking, and the smartphone in the Hand-locked con-
dition was aligned to a stationary hand position. The performance
of each technique and anchoring may change with in-the-wild
tracking. This work provides a baseline for future research in more
natural settings.

Finally, the overall approach of our work was based on the princi-
ple of replicating the form factor and user interface of contemporary
smartphones in VR. This approach minimizes the need for extensive
redesign and circumvents the need to relearn familiar interfaces,
aligning with the concept of legacy bias in cross-device interac-
tions [20]. Yet, applications could have different adapted versions of
their UI specifically designed for VR, much like how Apple CarPlay
and Android Auto offer apps adapted for use within the car. While
the findings of our study should still apply to adapted app layouts,
this does open up future research that compares the performance
and preference between redesigned VR and traditional smartphone
interfaces. Additionally, this raises broader questions regarding the
effects of interacting with different versions or representations of
the same application on user experience. This paper focused on
maintaining content and interactions within the VR phone interface.

Future work could investigate smartphone interfaces that change
depending on current accessible devices or context, such as work
on cross-reality systems or hybrid UIs [5, 48, 77].

7 CONCLUSION
In this paper, we contributed an investigation on how to present and
interact with smartphones in VR. Our main objective was to under-
stand what combination of spatial anchoring and interaction could
lead to the best performance and preference to facilitate seamless
integration of smartphone interactions within immersive virtual en-
vironments. We examined three spatial anchoring configurations,
each representing varying degrees of smartphone embodiment:
Phone-locked, Hand-locked, and World-locked. We paired these
with two prevalent VR interaction methods: Touch and Pinch. Our
research involved a comparative evaluation of these pairings across
three fundamental tasks: target acquisition, swiping, and scrolling.

Our findings indicate that Touch interaction with a physical
Phone-locked anchoring generally performed faster across different
tasks and more accurately in swiping and scrolling. In contrast, the
World-locked virtual phone with Pinch showcased its strengths in
terms of accuracy and speed as well when a physical smartphone
is not available. User preferences indicate that those combinations
were also equally favored. The results of our study can guide and
inform future research in integrating the usage of smartphones and
other touch-enabled devices into VR environments.
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